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ABSTRACT

The underlying algorithmic architecture of the level 0 to 1 processing of the APEX (Airborne Prism Experiment)
imaging spectrometer is presented. This processing step calculates the observed radiances in physical units from
the recorded raw digital numbers.

APEX will operate airborne and record radiance in the solar reflected wavelength range. The system is
optimized for land applications including limnology, snow, soil, amongst others. The instrument will be calibrated
with a flexible setup in a laboratory as well as on-board.

A concept for the dynamic update of the radiance calibration coefficients for the APEX instrument is pre-
sented. The time evolution of the coefficients is calculated from the heterogeneous calibration measurements
with a data assimilation technique. We propose a Kalman filter for the initial version of the processor.

Additionally, the structure of the instrument model suitable for the analysis of APEX data is developed. We
show that this model can be used for the processing of observations as well as for the calculation of calibration
coefficients. Both processes can be understood as inverse problems with the same forward model, i.e. the
instrument model.
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1. INTRODUCTION

The Airborne Prism EXperiment (APEX) is an airborne dispersive pushbroom imaging spectrometer for the hy-
perspectral observation of ground reflectances.1, 2 The applications of the observations include the quantitative
retrieval of many biogeophysical parameters, ranging from vegetation parameters for natural hazard manage-
ment3 and climate modeling to geological exploration.4 APEX is currently being build in a joint Swiss/Belgian
project funded through ESA. It will operationally available to the community on a dedicated aircraft by VITO,
Belgium, starting from 2005.

The spectrometer records 300 spectral points in the wavelength range 400–2500 nm with a sampling interval
of 5 to 10 nm. Two CCDs are used as detectors in the visible and SWIR spectral range, respectively. The ground
pixel size ranges from 2 to 5 m at a flight altitude of 4 to 10 km. Since APEX is a pushbroom instrument all
spectral points are simultaneously observed for 1000 across-track pixels.

The absolute calibration of the spectrometer is crucial for the success of quantitative retrievals from APEX
observations. Therefore, extensive calibration measurement will be performed during the commissioning as well
as the operational phase of the project. The annual calibration measurement in a laboratory, the so-called
Calibration Home Base (CHB), at DLR Oberpfaffenhofen, Germany, will be supplemented by on-board calibra-
tion measurements during all data acquisitions. Each of the CHB measurements targets the most important
calibration coefficients by adapting the measurement setup in a flexible way. The calibration measurements are
heterogeneous as different types are available in an irregular time sequence.
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Figure 1. Transformations between radiance at sensor Ls, recorded raw data DN and calibration coefficients b: (a) data
acquisition, (b) level 0 to 1 data processing, (c) calibration coefficient calculation.

The operational Processing and Archiving Facility (PAF) of APEX is currently developed by RSL at the
University of Zurich. It performs the transformation of raw data to calibrated level 1 products. This includes
the radiometric and optical data calibration and the calculation of the required, time-dependent calibration
coefficients from the calibration measurements. The latter cannot be performed in an optimal way by a simple
standard procedure because of the heterogeneity of the calibration measurements.

This paper relates the different types of data transformations during data acquisition, data processing and
instrument calibration to the underlying instrument model (section 2). The instrument model developed for
the APEX PAF is introduced in section 3. The novel calibration coefficient calculation approach of the PAF is
described in section 4.

2. DATA TRANSFORMATION OVERVIEW
2.1. Data Acquisition
During the data acquisition, the APEX instrument converts the radiance at sensor Ls to the digital numbers
DN recorded in the raw data:

DN = f(Ls) + ε , (1)

where f denotes the instrument function and ε is the measurement noise. The instrument function is not known
exactly. However, it may be approximated with an appropriate instrument model F :

DN = F (Ls, b, c) + ε , (2)

where b denotes the calibration coefficients, c are known instrument settings, and ε is an error term including
measurement noise and the model error. Thus the raw digital numbers DN can theoretically be calculated from
the radiance at sensor Ls and the calibration coefficients b by the instrument model F . This is visualized in
Fig. 1(a).

2.2. Data Processing
The processing in the PAF calculates the original radiance at sensor Ls from the raw digital numbers DN and the
calibration coefficients b, cf. Fig. 1(b). It involves exactly the same quantities as modeling the data acquisition
with (2), where they are related by the instrument model F . Solving (2) for Ls formally yields

Ls = F−1
Ls

(DN, b, c) , (3)

where the raw data DN , calibration coefficients b and settings c are required as input to the inverse F−1
Ls

w.r.t.
the radiance Ls of the instrument model.

(3) may be interpreted as the inverse problem of solving (2) with the known forward model F for the radiance
Ls. The inverse theory provides methods to find solutions to such problems without determining the inverse F−1

Ls

explicitly. Even if the problem is unstable the problem may be regularized by introducing apriori information.
However, F−1

Ls
might be known explicitly. In this case (3) can also be used directly to calculate the radiance Ls.

In any case an accurate, yet as simple as possible, instrument model F is needed as forward model for the
development of the data processing algorithms.
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2.3. Instrument Calibration
The calibration coefficients b are determined from the digital numbers DN and the radiance at sensor Ls of the
calibration measurements, cf. Fig. 1(c). DN is recorded in the raw data while Ls is produced in a well-defined
form by the calibration equipment. Thus the same quantities as in the modeling (2) of the data acquisition and
in the processing (3) are involved. Again, they are related by the instrument model F . Solving (2) for b formally
yields the desired calibration coefficients

b = F−1
b (Ls,DN, c) , (4)

where the radiance at sensor Ls, raw data DN , and instrument settings c are required as input to the inverse
F−1

b w.r.t. the calibration coefficients b of the instrument model F .

Analogously to the interpretation of (3), (4) may be interpreted as inverse problem and solved either explicitly
or with the methods of the inverse theory. Again, the instrument model F is needed.

3. INSTRUMENT MODEL

3.1. Forward Model of Data Acquisition
Section 2 has shown that an appropriate instrument model F is of central importance as forward model for
solving the inverse problem of data processing as well as that of instrument calibration. Either the mathematical
formulation of the instrument model can be inverted explicitly or its implementation can be used as forward
model in an inversion algorithm.

The instrument model should reproduce the instrument’s behavior accurately while using as few calibration
coefficients as possible. The calibration coefficients need not have simple physical interpretations. The overall
structure of the transformations which convert the radiance field to digital numbers inside the instrument is
shown on the left side of Fig. 2 and summarized below.

In the optics of APEX, the photons of the radiance at sensor Ls are distributed on the pixels of the detector.
At the same time, the radiance is attenuated by the transmission of the optics and detector. Even though the
distribution and the attenuation are a combined process in the instrument, they may be regarded as sequential
operations during the processing: The redistribution may be characterized by normalized point spread functions
(PSFs) along with ghost and stray light. For such normalized PSFs, the attenuation may subsequently be
characterized by scaling factors. The intermediate quantity after redistribution, before scaling shall be called
photon flux at sensor PS . It turns out to be very useful for the algorithm design even though it does not represent
an existing quantity in APEX.

In the detector, the photons are converted to electrons, creating a current. Dark current is added and
integration over the time results in an electric charge. During readout of the detector, the smear effect adds to
the charge in a way depending on direction of the readout.

When reading out the detector, the charges are converted to voltages, which are subsequently scaled in the
analog amplifier and finally converted to the digital numbers DN of the raw data in the analog-digital-converter
(ADC).

A more detailed description of the APEX PAF instrument model is given by Schläpfer et al..5

3.2. Inverse Model for Data Processing
The processing of the PAF aims at inverting the transformations by the instrument introduced in section 3.1 and
Fig. 2. This is equivalent to the application of the inverse F−1

Ls
w.r.t. the radiance of the instrument model F .

The transformation can be split into two fundamentally different types. Thus the the algorithm development
is divided into the following four steps, cf. Fig. 2, right side:

Radiometric Data Calibration The transformations from photon flux at sensor PS to digital numbers DN
can be parameterized as a sequence of scalings and additions of offsets. They act on quantities associated
to individual detector pixels. (Only the smear effect depends the radiance in other detector pixels.) Since
these transformations are well-characterized they can be inverted explicitly.
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Figure 2. Data transformations in the APEX instrument (left) and the APEX PAF (right).
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Optical Data Calibration The PSF convolution principally cannot be inverted without additional constraints,
e.g. demanding smoothness. Thus the deconvolution would introduce a priori information into the data
product. It needs to be evaluated carefully, how much contamination with a priori information can be
tolerated.

The PSF convolution is intimately linked to the spectral and spatial, i.e. angular, calibration of the data. In
this context the smile and frown correction is performed by an appropriate data resampling in the spectral
and across-track dimensions.

Additionally, ghost- and stray light corrections seem necessary. The required algorithms are defined as
part of the “Optical Data Calibration” procedure.

Bad Pixel Replacement Bad and dead pixels exist on the detector. Since most resampling algorithms require
data on a regular grid the missing values are substituted with interpolated ones after the radiometric data
calibration.

Calibration Coefficient Calculation The calibration coefficients for the three processing steps defined above
need to be calculated from the calibration measurements. A suitable algorithm for this calculation is
defined. The complete set of calibration measurements is used to calculate appropriate time-dependent
calibration coefficients for the radiometric and optical data calibration steps.

Detailed descriptions of the APEX PAF data processing algorithms are given in Schläpfer et al.5

4. CALIBRATION COEFFICIENTS CALCULATION

4.1. Task

According to section 2.2 the calibration coefficients b are required as input for the data processing. The best
estimates of the values of the calibration coefficients b at each instant in time needs to be calculated from the
calibration measurements by the PAF. The parameters summarized in Table 1 are required.5 All parameters
ultimately need to be known for each pixel. However, the wavelength λ and across-track angle θ are not treated
explicitly. Instead they are described by function parameters aj

i (i = 1 . . . N j) and ak
i (i = 1 . . . Nk). Thus the

goal is to calculate the time-dependent vector of all calibration coefficients

b(t) ≡




(
G1,1(t) · · ·G1,Nk

(t)
)T

...(
GNj ,1(t) · · ·GNj ,Nk

(t)
)T

(
dc1,1(t) · · · dc1,Nk

(t)
)T

...(
dcNj ,1(t) · · · dcNj ,Nk

(t)
)T

(
aj
1(t) · · · aj

Nj (t)
)T

(
ak
1(t) · · · ak

Nk(t)
)T




, (5)

where N j and Nk denote the number of detector pixels in wavelength and across-track directions. The dead/bad
pixel map is omitted as it is the only parameter of discrete, i.e. logical, type.

4.2. Available Information

Two principally different sources of information on the calibration coefficients are available: calibration measure-
ments and apriori insight into the characteristics of the instrument.
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Table 1. List of Calibration Coefficients

symbol description parameters
Gj,k gain factor
dcj,k dark current factor
dj,k bad/dead pixel map
λj,k wavelength aj

i

θj,k across-track angle ak
i

4.2.1. Observation: Calibration Measurements

Calibration measurements are performed in the CHB and on-board. The former include spectral, spatial, and
radiometric calibration measurements along with stray-light, polarization, and temperature sensitivity measure-
ments and a high altitude window calibration.6

Radiometric calibration with an internal reference light source and spectral calibrations with rare-earth doted
filters is performed using the in-flight calibration facility during each deployment of APEX.7 These measurements
increase the heterogeneity of the calibration observations even further. They are initially used as a reference for
monitoring the calibration based on the CHB. If necessary they may be included in the actual calculation of the
calibration coefficients later on.

4.2.2. System Insight

Knowledge about the design of APEX provides additional information about relations between the calibration
coefficients and about their evolution in time. For example, the parameterizations of λj,k and θj,k are one way of
incorporating this information usefully.5 Additionally, correlations between the calibration coefficients may be
described in the calibration coefficient covariance matrix. Information on the time evolution can be accounted
for in the system model, see below.

4.3. Basic Algorithm Layout

A flexible data assimilation (DA) algorithm is developed in order to combine the information from all of the
heterogeneous calibration measurements as well as from the system insight in an optimal way.

Basic components of all DA algorithms are illustrated in Fig. 3 for the example of a Kalman filter: The initial
measurement of the system is analyzed with the observation operator H. It yields the observation bo along with
its uncertainty σo. The values are generally interpreted as mean and standard deviation of a Gaussian probability
density distribution. The observation is combined in a consistent, optimal way with any a priori knowledge bb

with σb. If no a priori knowledge is available then σb = ∞ and the observed state is identical to the analysis ba

with σa. Subsequently, its time evolution is calculated with the system model M until the next observation is
available. Thus the background bb with σb is obtained. Since no information on the system is available during
this time σa < σb usually holds. The time evolution is shown as dark blue dashed line in Fig. 3.

When a new observation bo with σo is available it is combined in a consistent, optimal way with the background
bb with σb. Thus a new analysis ba with σa is obtained. σa ≤ σb and σa ≤ σo hold. They reflect the increase in
knowledge resulting from combining several sources of information. The procedure is repeated from this point
onwards: calculation of time evolution, combination with new observation, . . .

At every instance in time the Kalman filter is combining the past observations in an optimal way. An
interpolation between the analysis ba would yield a better approximation to the true values, compare the light
green dashed line in Fig. 3. This approach requires that calibration coefficient observations taken after the
instance in time under consideration are also available. More sophisticated approaches like the so-called Kalman
smoother8 exist for this case.

Since the system is described by a large set of calibration coefficients the uncertainty is described by a
covariance matrix S instead of the uncertainty σ, cf. appendix A.
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Figure 3. Illustration of a 1-d Kalman filter.

The following sections discuss the designs of components mentioned above for the APEX PAF. (The employed
covariance matrix and the optimal combination are detailed in appendices A and B.)

4.4. Observation Operator H

The calibration coefficients are determined during calibration measurements in the CHB. This data transfor-
mation has been introduced in section 2.3 and Fig. 1(c). In order to derive the calibration coefficients bo the
observation operator H can be implemented as the inverse of the instrument model F w.r.t. the calibration
coefficients b, cf. (4).

Additionally, the associated covariance matrix So needs to be provided. It can also be calculated within the
framework of an inverse method if the covariance matrices of the input variables Ls and DN are provided. Thus,
the calibration coefficients are provided to the PAF as the vector bo with associated covariance matrix So.

4.5. System Model

The system model H describes the time evolution of the calibration coefficients b and their covariance matrix S.

The calibration coefficients evolution is assumed to be a Markov process, i.e. b depends only on that of the
previous time step and a random component ε. This view assumes that known dependencies like the one of the
dark current on temperature are suitably parameterized.

A Markov process with constant time evolution of parameters and linear increase of uncertainty is used in
the processor:

b(t2) = b(t1) + ε , (6)

S(t2) = S(t1) ×
(

1 +
t2 − t1

δ

)
, (7)

with δ > 0 . (8)
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Since all elements of S are scaled with the same factor > 1 in (7) the correlations are preserved during the
time evolution, cf. (9). Thus the system insight included in the covariance matrix is preserved while the overall
knowledge of b decreases: the variance doubles within the time interval δ.

The calibration coefficient time evolution (6) and the time constant δ should be adjusted to the observed
behavior during the entire life time of the instrument.

4.6. Data Assimilation Scheme

Data assimilation (DA) algorithms have been developed in several areas of Earth observation. The most promi-
nent are:

numerical weather prediction Some specifics are a very large state vector, a relatively good system model
and high sensitivity to the initial state as the system exhibits deterministic chaos. Therefore, much of the
work aims at determining the initial state as accurately as possible with variational DA schemes. A crucial
point is finding a suitable approximation for the state’s covariance matrix, which is too large to be stored
and calculated explicitly.9, 10

chemical modeling Models of the atmospheric chemistry do generally not display chaotic behavior. Instead
their weak points often lie in the poor knowledge of many system model parameters, e.g. reaction rate
constants. DA is used to overcome this weakness while determining the atmospheric concentration from
observations. Another application is to derive knowledge on species that are not observed themselves.11, 12

remote sensing Both areas mentioned above assimilate remote sensing data into atmospheric models. A com-
prehensive description of atmospheric remote sensing theory and its link to DA is given by.8

Efforts to apply DA to instrument calibration in Earth observation are rather limited: Just one study by
Freedman et al.13 regarding the calibration of Landsat 7 is known to the authors.

The choice of a suitable DA scheme depends largely on the system model:

• If the model is poor then the assumption of a Markov process, i.e. random influences, is appropriate. Then
a sequential approach like the Kalman filter/smoother would be suitable.

• If the model is well known but it is very sensitive to the system state then a variational scheme can be
successfully applied.

• If the model is well-known but its input parameters are poorly known then the parameters may be deter-
mined with a variational approach.

• If the model is well-known but its input parameters are variable then a DA for the input parameters should
be implemented.

Since APEX is relatively stable, but little else is known about the system, a Kalman filter is implemented in
the first version of the PAF. This corresponds to the calibration coefficient evolution given as dark blue dashed
line in Fig. 3.

During the continued operations of APEX, calibration measurements that take place after the data acquisi-
tions become available. This information will be used for reprocessing the observations with improved calibration
coefficients obtained with a Kalman smoother. The improved calibration coefficients correspond to the light green
dashed line in Fig. 3.

The Kalman filter and smoother are sequential DA schemes. During the life time of APEX an advanced
parameterization for the system model may be established. Subsequently a variational DA scheme can be used
for optimizing these parameters.
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5. CONCLUSIONS

The airborne spectrometer APEX will record hyperspectral ground observation data. Quantitative product
generation will be possible with excellent accuracy as the instrument calibration is given a high priority in the
project. It is facilitated by extensive calibration measurements both in the laboratory and on-board. However,
the heterogeneity of these measurements poses a challenge to the data processing chain.

We propose a novel data assimilation scheme for the dynamic calculation of the calibration coefficients and
their time dependency. Thus an optimal combination of all information from the various calibration measurement
plus any apriori considerations is achieved.

We have also shown that an accurate, yet as simple as possible instrument model facilitates the processing
of target observations as well as the calculation of calibration coefficients. In both cases the same instrument
model is employed as forward model in an inversion algorithm. Thus consistency throughout the entire data
processing of APEX is achieved.

Finally, the basic layout of the required instrument model for APEX has been derived.

APPENDIX A. COVARIANCE MATRIX

Any covariance matrix S of dimension n × n has the general form

S =




σ2
1 c1,2 σ1 σ2 · · · c1,n σ1 σn

c2,1 σ2 σ1 σ2
2 · · · c2,n σ2 σn

...
...

. . .
...

cn,1 σn σ1 cn,2 σn σ2 · · · σ2
n


 , (9)

where σ2
i is the variance of the ith element and ci,j ∈ [−1, 1] is the correlation between the ith and jth elements.

The covariance matrix evidently is square and symmetric.

According to present understanding of APEX the different calibration coefficients listed in Table 1 exhibit no
cross-correlation, e.g. the gain factor of a pixel is not linked to its dark current factor. Therefore, the covariance
matrix can always be written in a block-diagonal form.

Only the wavelength λj,k and across-track angle θj,k vary systematically across the detector. This systematic
behavior can be used to derive the correlations between, e.g., the wavelength associated with adjacent pixels. In
the case of APEX the systematic behavior is exploited to replace the large set of parameters λj,k and θj,k with
a smaller set of parameters aj

i and ak
i . Since no correlation between the latter set of parameters is known the

covariance matrix is actually diagonal.

The covariance matrices S possibly have to represent “no knowledge”. Since the corresponding infinite
diagonal elements σ2

i cannot be store in conventional computer programming language variables the covariance
matrices’ inverses S−1 are stored instead.

APPENDIX B. OPTIMAL COMBINATION

The combination of two scalar measurement xo and xb with variances σ2
o and σ2

b is familiar from basic text books:

xa = σ2
a

(
1
σ2

o

xo +
1
σ2

b

xb

)
(10)

with σ2
a =

1
1/σ2

o + 1/σ2
b

. (11)

Analogously, two observations of vectors bo and bb with covariance matrices So and Sb are combined by

ba = Sa

(
S−1

o bo + S−1
b bb

)
(12)

with Sa =
(
S−1

o + S−1
b

)−1
, (13)
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see, e.g., Rodgers.8 These equations describe the behavior of multidimensional Gaussian probability density
functions.

The multidimensional case formally involves the inversion of a matrix. This step needs careful implementation
in order to avoid numerical instability and computational inefficiency. Additionally, the existence of the inverse
may need checked.
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